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Problem Formulation

Input: Let (𝑋, 𝑑) be a metric space. 
Let 𝑆 ⊆ 𝑋 be a set of 𝑛 points, and
let 𝑘 ≥ 1 be an integer. 

Task: Find 𝑘 closest, distinct pairs 
𝑟, 𝑠 ∈ 𝑆2, r ≠ 𝑠.

Naïve Approach: Compute all 
pairwise distances.

Running time: 𝑂(𝑛2)

Goal: Subquadratic running time with 
probabilistic guarantees.
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Example

13 points in ℝ𝟐. 5-closest pairs 
are marked in ellipses. 

Technique
Preprocessing: Build 𝐿 LSH tries each of 
depth 𝐾, initialize empty PQ to keep track of 
𝑘 points pairs and their distance.

Traversal strategy:
1. Collect all colliding pairs in all leaves of 

all tries, keep track of closest points.
2. Check termination: If current 𝑘-closest 

pair is at distance 𝐷, did we check 
enough repetitions to ensure result 
quality? If yes, return pairs.

3. Otherwise: Traverse trie one level up.

Results
Theory

Practice

1. Adaptivity: Knowing all pairwise 
distances, there exists a best trie
level to query. If OPT is the expected 
cost on that level, our algorithm 
carries out work O(OPT).

2. Expected subquadratic running time:

𝑂 𝑛2𝜌𝑘1−𝜌 log
𝑛

𝛿
, 𝜌 ≤ 1 depends on 

contrast in distance distribution. 
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