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o The sum of squared deviations is minimized.
e Current State of the Art algorithms use the tri-

angle inequality to omit unnecessary distance
computations.

Cover Tree

o Tree based index structure.
o Representation uses routing objects and radii.

Cover Tree properties:

1. (nesting) N; c N;_4,

2.(cover) Vg € N;_;3p € N; : d(p,q) <2 and ex-
actly one p is the parent of g,

3.(separation) Vp,q € N; : d(p,q) 2 2'.
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Cover Tree and kR-Means

Input: Node x with routing object p, and radius r,,
candidate cluster centers c; € C.

1. calculate V¢; € C : d; = d(py, ¢;)

2.prune all ¢; : d; - 2r, 2 min(d;)

3.Vy c x prune ¢; if d; - 2(d(py, p,) - ry) 2 min(d;)

4, continue with Step 1for each y with the reduced
candidate set

Assign node x to a cluster if there is only one re-
maining for x.

When switching strategies to Hamerly's or derived
algorithms, set:

Ugey = d(px: €q) + d(py, py) +ry,
lqey =d(py, €2) - d(py, py) —ry.
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Figure 1: Exemplary R-Means clustering using a Cover Tree.
Necessary rounting objects and radii are highlighted.

o Room for improvement in the first iterations.
o Improvements mainly for medium to high k.

o Tree construction overhead less impactful when
doing multiple runs.
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(a) Runtime over iterations. (b) Scaling with k.
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